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Abstract

We consider the valued field IK := R((I')) of generalised series (with real coeffi-
cients and monomials in a totally ordered multiplicative group I" ). We investigate
how to endow IK with a series derivation, that is a derivation that satisfies some
natural properties such as commuting with infinite sums (strong linearity) and (an
infinite version of) Leibniz rule. We characterize when such a derivation is of
Hardy type, that is, when it behaves like differentiation of germs of real valued
functions in a Hardy field. We provide a necessary and sufficent condition for a
series derivation of Hardy type to be surjective.

1 Introduction

In his seminal paper, I. Kaplansky established [11, Corollary, p. 318] that if a valued
field (K, v) has the same characteristic as its residue field, then (K, v) is analytically
isomorphic to a subfield of a suitable field of generalised series (for definitions and

*Current address : IMB, Université Bordeaux 1, 351 cours de la Libération, 33405 Talence cedex



terminology, see Section 2). Fields of generalised series are thus universal domains
for valued fields. In particular, real closed fields of generalised series provide suitable
domains for the study of real algebra.

The work presented in the first part of this paper is motivated by the following
query: are fields of generalised series suitable domains for the study of real differential
algebra? We investigate in Section 3 how to endow a field of generalised series (of
characteristic 0) with a natural derivation d, namely a series derivation (see Definition
3.3). In the finite rank case (see Definition 2.2), the construction of such derivations
presents no difficulty, as is already noticed in [15]. For arbitrary rank, but under an
additional assumption (*) on the monomial group, examples of such series derivations
are given in [1]. See Remark 3.6 for details on these questions. In this paper, we treat
the general case.

Our investigation is based on the notion of fundamental monomials, which are in
fact representatives of the various comparability classes of series (see Definition 2.9).
We start with a map d from these fundamental monomials to the field of series. The
central object of investigation is to extend d first to the group of monomials (via a
strong version of Leibniz rule) and then from the group of monomials to the field of
series (via an infinite version of linearity) so that we obtain a series derivation. The
main challenge in doing so is to keep control of the resulting supports and coefficients
of the resulting series. The criterion that we obtain in Theorem 3.7 is rather abstract,
but we derive from it more explicit results (Corollaries 3.13, 3.12 and 3.16). These
results are applied in Section 5 to obtain concrete examples.

Hardy fields, i.e. fields of germs of differentiable real functions at infinity, were intro-
duced by G. H. Hardy (the field of Log-Exp functions:[9],[8]) as the natural domain for
the study of asymptotic analysis. They represent prime examples of valued differential
fields. In a series of papers, M. Rosenlicht studied the valuation theoretic properties of
these derivations. This algebraic approach has been resumed and enhanced by M. As-
chenbrenner and L. van den Dries in the formal axiomatic setting of H-fields [1]. The
motivation for the second part of our paper is to understand the possible connection
between generalised series fields and Hardy fields as differential valued fields. Con-
tinuing our investigations in Section 4, we study derivations (on fields of generalised
series) that satisfy the valuative properties discovered by Rosenlicht for Hardy fields,
namely Hardy type derivations (Definition 4.1). This terminology comes from the no-
tion of Hardy type asymptotic couple in [17]. We obtain in Theorem 4.3 a necessary
and sufficient condition on a series derivation to be of Hardy type. In the last sec-
tion, we derive a criterion, Corollary 6.4, for a series derivation of Hardy type to be
surjective.

A derivation on the Logarithmic-Exponential series field [3] and on the field of
transseries [10] have been introduced and studied. Furthermore, it is explained in [21]
how to lift a given (strongly linear and compatible with the logarithm) derivation on a
field of transseries to its exponential extensions. In [14], we extend our investigations
to study Hardy type derivations on Exponential-Logarithmic series fields. In a forth-
coming paper, we plan to endow the field of surreal numbers [4, 6] with a derivation of
Hardy type.



2 Preliminary definitions

In this section, we introduce the required terminology and notations. For ordered set
theory, we refer to [20]. In particular, we will repeatedly use the following easy corol-
lary of Ramsey’s theorem [20, ex. 7.5 p. 112]:

Lemma 2.1 Let T be a totally ordered set. Every sequence (yY,)nen C I has an infinite
subsequence which is either constant, or strictly increasing, or strictly decreasing.

Definition 2.2 Let (O, <) be a totally ordered set, that we call the set of fundamental
monomials. We consider the set H(®) of formal products y of the form

7=]_[¢”’

(=)

where y4 € R, and the support of y

suppy :={¢p € @ |yy # 0}
is an anti-well-ordered subset of @.

Multiplication of formal products is defined pointwise: for @, 8 € H(®)

aﬁ — 1_[ ¢‘l¢+:3¢

¢cd

With this multiplication, H(®) is an abelian group with identity 1 (the product with
empty support). We endow H(®) with the anti lexicographic ordering < which extends
< of ®:

v > 1if and only if y4 > 0 for ¢ := max(supp y) .

With this definition, we see that ¢ > 1 for all ¢ € ®. Thus, H(®) is a totally ordered
abelian group [7], that we call the Hahn group over ©.

Hahn’s embedding theorem [7] states that an ordered abelian group I' embedds into
H(®) where O is the order type of its isolated subgroups. From now on, we consider
some totally ordered set (®, <) and we fix I" subgroup of H(®) with ® C T'. The set ®
is also called the rank of .

For any y # 1, we will refer to y, as the exponent of ¢, and the additive group (R, +)
as the group of exponents of the fundamental monomials.

Definition 2.3 We define the leading fundamental monomial of y € I' \ {1} by
LF (y) := max(supp y) . We set by convention LF (1) := 1. This map verifies the
ultrametric triangular inequality:

Va,B €T, LF (aB) < max{ LF (@), LF (8)}

and
LF (aB) = max{ LF (@), LF (B)} if LF (@) # LF (B).

We define the leading exponent of 1 # y € I to be the exponent of LF (y), and
we denote it by LE (y). For @ € T" we set |a| := max(e, 1/a); and define sign(a)
accordingly.



In the following lemma, we summarize further properties of the maps LF and
LE , that we will use implicitly throughout the paper.

Lemma 2.4

1) Foranya,Bel' ,a <8 & LE (é)>0.
167
2) Forany 1 # a €T" we have LF (la|) = LF (@) and LE (|a|) = | LE (@)| .

3) We define on T a scalar exponentiation: y" = ([1geq ¢7)" := [lpew ¢"* forr e R.
We have LF (y")= LF (y) and LE(y")=r LE(y) , forr # 0.

4) ForB+1+# a €T we have
LF (@) = LF (B) & there exists n € N such that |8] < |a|" and |o| < |8]" .
5) Fora, BT withl <|a| < |B|, we have LF (@) < LF (B).
6) For a, B € " with sign(a) = sign(B), we have LF (af8) = max{ LF (@), LF (B)}.
7) Forany a,B €T, if LF (/_g) < LF (B) then LF (o) = LF (B)and LE (@) = LE (B).
a
In particular sign(a) = sign(p).

Definition 2.5 Throughout this paper, IK = R ((I')) will denote the generalised series
field with coefficients in R, and monomials in I'. It is the set of maps

a: I' - R

a B ay

such that Supp a := {@ € I' | a, # 0} is anti-well-ordered in I". As usual, we write these

maps a = Z ay,a, and denote by 0 the series with empty support.
aeSupp a
By [7], this set provided with component-wise sum and the following convolution prod-

uct
(>0 awa) (). k) =Y () auby) ¥

a€eSupp a BeSupp b yel  af=y
is a field.

Remark 2.6 The results in this paper hold for the generalised series field with coeffi-
cients in an arbitrary ordered field C containing R (instead of R).

For any series 0 # a, we define its leading monomial: LM (a) := max (Supp a) € T
with the usual convention that LM (0) := 0 <y, for all y € I'. The map

LM : K\{0}-»T
is a (multiplicatively written) field valuation; it verifies the following properties :
Ya,b e K: LM (a.h) = LM (a). LM (b)
and the ultrametric triangular inequality

LM (a + b) < max{ LM (a), LM ()}



with LM (a + b) = max{ LM (a), LM (b)} if LM (a) # LM (b).

We define the leading coefficient of a series to be LC (a) := a @ €R (with the
convention that LC (0) = 0) and use it to define a total ordering on IK as follows:

VaeK,a<0e LC(a)<0

For nonzero a € KK, the term LC (a) LM (a) is called the leading term of a, that we
denote LT(a).

We use the leading monomial to extend the ordering < on I to a dominance relation
on K in the sense of G.H. Hardy (see [9, Introduction p. 3-4] and the Definition 2.7
below), also denoted by <:

Va,beK, a<b e LM (a) < LM (b)

Definition 2.7 Let (K, <) be an ordered field. A dominance relation on KX is a binary
relation < on K such that for all a, b, ¢ € K:
(DR1)0O<1
(DR2)a<xa
(DR3)a<bandb<c = a<c
DPR4)a<borb<a
(DRSS a<b = ac<bc
(DR6)a<candb<c = a-b<c
(DR7)0<a<b = ax<b

Given a and b non zero elements of IK, we define the corresponding equivalence rela-
tions thus :

a and b are asymptotic & axb © LM(a)= LM (b)

aand b are equivalent < a~b © LT (a)= LT ()

Definition 2.8 We denote by K¥!' := R((I'N")) = {a € K | a < 1} the valuation ring of
K. Similarly, we denote by IKX! := R(I'")) = {a € K | a < 1} the maximal ideal of
K<!. We have K=! = R ® KK<!. Thus R is isomorphic to the residue field K< /IK<! of
K. We denote by K™! := R ((F”)), the subring of purely infinite series. This is an

additive complement group of K< in K, i.e. K = K @ K.

Finally, we extend the notion of leading fundamental monomial to IK\{0}:

LF : K\{0} — ®uU{l}
a — LF(a):= LF(LM (a)) °

We use it to define the notion of comparability of two series:

Definition 2.9 Leta > 1, b > 1 be two elements of K. a and b are comparable if and
only if LF (a) = LF (b).

It is straightforward to verify that comparability is an equivalence relation on K.



3 Defining derivations on generalised series fields

The following definition as in [5, Part II, Ch.8, Sect.5] will be needed to deal with
infinite sums of series.

Definition 3.1 Let 7 be an infinite index set and ¥ = (a;);c; be a family of series in K.
Then ¥ is said to be summable if the two following properties hold:

(SF1) the support of the family Supp ¥ := U Supp ¢ is anti-well-ordered in T

i€l
(SF2) for any @ € Supp ¥, the set S, :={i € I | @ € Supp g;} C I is finite.

Write a; = Z ai o, and assume that ¥ = (a;);e; is summable. Then

ael’
Za,- = Z (Zam)a e K

iel aeSupp F i€S,
is a well defined element of IK that we call the sum of F.

We will use subsequently the following characterisation of summability.

Lemma 3.2 Given an infinite index set I and a family F = (a;)ic; of series in K, then
F is summable if and only if the two following properties hold:

(i) for any sequence of monomials (a;)nen C Supp ¥, AN € N such that ay > ay+i;

(ii) for any sequence of pairwise distinct indices (i,)nen C 1, ﬂ Supp a;, = 0.
neN

Proof. Given a family ¥ = (a;)ies, the statement (i) is classically equivalent to the
“anti-well-orderedness” of Supp ¥, which is (SF1) (see e.g. [20, Proposition 3.3]).
Now suppose that (SF2) holds. Consider a sequence of pairwise distinct indices
(in)nen C I and the corresponding sequence of series (a;, )nen in F. If there was some
monomial @ € ﬂ Supp a;,, the corresponding set S, would contain all the i,’s and

neN
therefore would be infinite. This contradicts (SF2).

Suppose that (ii) holds, and that (SF2) fails, i.e. that there exists a monomial @ €
Supp ¥ such that the set S, is infinite. Then we can choose in this set an infinite
sequence of pairwise distinct indices (i,)nen. Therefore, @ € Supp q;, for all n, which
means that a € ﬂ Supp a;,. This contradicts (ii). O

neN

Given a family ¥ = (a;);e; of series with [ infinite, we call subfamily of ¥ any
family ¥’ = (a;);e; for some index set J C I. By the preceding lemma, we note that
the family F is summable if and only if every countably infinite subfamily (i.e. with J
infinite countable) is summable.

We introduce in the following definition the precise notion of “good” derivation for
generalised series.



Definition 3.3 Given the generalised series field IK, consider the following axioms:

(DO) 1’ = 0;

(D1) Strong Leibniz rule: Ya = 1_[ o7 el,d =a Z a¢£;
¢esupp « ¢esupp ¢

(D2) Strong linearity: Ya = Z aaelkK, a = Z aa’.
a€Supp a aeSupp a

Amapd:T - K, a - «, verifying (D0) and (D1) is called a series derivation on I".
Amapd: K — K, a — &, verifying these three axioms is called a series derivation
on K.

Remark 3.4 A series derivation is a derivation in the usual sense, i. €.:
1. dislinear: Ya,b e K, YK,Le R, (Ka+ L.b) =Ka +L.b'.

2. d verifies the Leibniz rule : Ya,b € K, (ab) = a’b + ab’.

The problem arising from the preceding definition, which is the main purpose of this
section, is to clarify when the axioms (D1) and (D2) make sense. More precisely, we
want to characterise the existence of such series derivations by some specific properties
of their restriction to fundamental monomials.

Definition 3.5 Let

dp : @ K\{0}
¢ ¢

-
[ rd
be a map.

1) We say that d¢, extends to a series derivation on I if the following property holds:

7

(SD1) for any « € T, the family (¢— is summable.

)qﬁesupp @

Then the series derivation dr on I (extending dg) is defined to be the map
dr: T - K

obtained through the axioms (D0) and (D1) (which clearly makes sense by (SD1)).

2) We say that a series derivation dr on I" extends to a series derivation on K if the
following property holds:

(SD2) for any a € KK, the family (a)qesupp « 1S Summable.
Then the series derivation d on K (extending dr) is defined to be the map
d K- K

obtained through the axiom (D2) (which clearly makes sense by (SD2)).



Remark 3.6 1. As s already noticed in [15, Definition 2.2], when the fundamental
chain @ is finite, say ® = {¢y,...,¢,} for some r € N*, then any map dp : © —
IK\{0} extends to a series derivation on I" and on IK. Indeed:

(a) for any monomial a = ¢'---¢}" € I', & = a. (m(b—l +--~+ar%) is
1 r
well-defined ;

(b) for any series a = Z a,a € K,
a€eSupp a

a = Z aaa':[ Z aaal.a]Z—i+--~+( Z aaar.a}z—i

aeSupp a aeSupp a ! aeSupp a

is well-defined.

2. In [1, Section 11], the authors define a derivation d on IK under the assumption
that the monomial group I satisfies a condition called (¥) (i.e. admits a valuation
basis; see [13]). In this case, I' ~ Hg,(®), the subgroup of H(®) of monomials
with finite support. So (SD1) is easily verified as in (a) above. We note that
this derivation d is what we call a monomial derivation (see Definition 5.1). In
Section 5 we analyse how to obtain (SD2) in this monomial derivation case (see
Proposition 5.2).

In the next Theorem 3.7, we provide a necessary and sufficient condition on a map
dp : ® — K so that properties (SD1) and (SD2) hold. In the sequel, we drop the
subscripts @ and I' of d¢ and dr to relax the notation. We isolate the following two
crucial “bad” hypotheses:

(H1) there exists a strictly decreasing sequence (¢,),en C @ and an increasing se-
’

quence (7)), € I such that for any n, 7™ € Supp z—";

(H2) there exist strictly increasing sequences (¢,),en C€ @ and (T™),en € T such that

(n+1)
) > ¢n+1-

for any n, 7 € Supp i and LF
&n 7

Theorem 3.7 A map d : ® — K\{0} extends to a series derivation on K if and only
both hypotheses (H1) and (H2) fail.

The proof of this theorem will be split into the proofs of Lemma 3.9 and Lemma 3.15.

Remark 3.8 Let a series derivation d on I" be given. We claim that the following
condition (H2) is a positive version of (H2), i.e. a condition that will be necessary and
sufficient for (SD2) to hold:

(H2’) for any strictly increasing sequences (¢,)peny € ® and (1), € T such that for

¢, T(n+l)
any n, 7 € Supp (;”, the set S = {n eN| LF (T) > ¢n+1} is finite.
" T



Indeed, the Hypothesis (H2’) implies clearly that (H2) does not hold. Conversely,

suppose that there exist strictly increasing sequences (¢,)pey € @ and (), € T as

in (H2), for which S is infinite. Denote S = {n; | i € N} with n; < n;y; for all i, and
mis1) (i1 +1) i+ (i) 7(i+2)

set m; := n; + 1,1 € N. We notice that e = oy = o) D

(i1 +1)

Moreover we have LF ( ) > ¢..,+1 and for any n such that n; < n < nyq,

T(”li+ 1)

(n+1)

LF (TT) < ¢n+1- So applying the ultrametric inequality for LF (see Definition
(n

(i) ( (i1 +1)

=L

T(mi )

2.3), we have LF ( ) > @pi+1 = Pm,,- Thus the increasing

T(nl-H)
sequences (¢, )iaw and (70"));qq verify (H2).

To emphasise the role of each hypothesis, we divide the proof of the Theorem 3.7 into
the statement and the proof of the two following lemmas 3.9, 3.15.

Lemma 3.9 Amap d : ® — K\{0} extends to a series derivation on I if and only if
(H1) fails.

Proof. Suppose that (H1) holds, i.e. there exist a strictly decreasing sequence (¢;,),en

and an increasing one (), such that for all n, 7V € Supp ¢—” Applying Lemma

2.1 to the sequence ('), we have two possibilities. Either there is an increasing
subsequence, which contradicts the point (i) of Lemma 3.2. Or there is a constant one,
’

which implies that ﬂ Supp% # 0, contradicting the point (ii) of Lemma 3.2. Thus

neN
’

the family (ﬁ) is not summable.
n/neN

Conversely, suppose that (SD1) does not hold. There exists an infinite anti-well-

’

ordered subset E := supp @ C ® such that the family (‘ﬂ) fails to be summable. By
¢eE

the Lemma 3.2, there are two cases. Contradicting point (ii), there exists a sequence

(n)nen of pairwise distinct fundamental monomials so that there exists a monomial
/

TE m Supp % Then just define 7" := 7 for all n. Contradicting point (i), there ex-
n

¢I
ists a strictly increasing sequence of monomials (1), in U Supp E Subsequently,
¢eE

¢,

for any n € N, choose ¢, € E so that 7™ € Supp ~Z. Since it is a sequence from E

n
which is anti-well-ordered, (¢, ),y cannot contain any strictly increasing subsequence.
Moreover, we claim that, without loss of generality, the ¢,’s may be assumed to be
’

pairwise distinct. Indeed, since for any ¢ € E, Supp (z) is anti-well-ordered in I, the

/

set {t® |n € N} N Supp (%) is finite. In other words, the map



(Tt |neN} — {¢, | n e N}
™ P

has infinitely many finite fibres. Choosing a complete set of representatives for the set
of fibres, we may extract a subsequence of (7"),cy (which is strictly increasing as is
(T'"),.env) and with pairwise distinct corresponding ¢,’s. We continue to denote such a
subsequence by (1), below .

Now applying Lemma 2.1 to the sequence (¢,).en, We obtain that it must contain
a strictly decreasing subsequence. Such subsequence together with the corresponding
7("’s are the sequences complying the requirements of (H1). O

Now we introduce a new tool that will help us to derive from the preceding lemma
more concrete corollaries and several examples. Given an anti-well-ordered set E, we
denote by o#(E) its order type [20].

Definition 3.10 e Consider p, v € @ such that ot(Supp &) < ot(Supp V—). There
7 v

7

exists an isomorphism of ordered sets from Supp K onto a final segment of
7

/

Supp Y Inthe sequel, we shall denote this isomorphism by 1,,,, and its inverse
v
isomorphism 77! by I,,,. Note that Z,,,(LM(-)) = LM(-).
: 1 y

e Consider ¢,y € ®. We shall say that I, is a left shift if 1, ,(y) <y for any y in
the domain of /,,,.

’
e We can enumerate the elements of Supp % in the decreasing direction 79 > 71 >

’

-+-> T, > --- where A is an ordinal number called the position of 7, in Supp —.

Thus, denoting ON the proper class of all ordinals [20], we define the set of
functions {py, ¢ € @} by:

V¢ € @, p¢:Supp%—>ON

which maps any element 7, € Supp — to its position A in Supp E

Note that, given any ¢, € @ and any ¥, 7¥) in the domain of 1, 4, respectively
Iy 4, we have py(?) = p,(x¥) if and only if 15, (?) = 7% (if and only if
Iw,qs(‘l'(w)) =79),

Lemma 3.11 Suppose that (HI) holds (or equivalently that (SD1) does not hold).
The corresponding strictly decreasing sequence (¢,),en from ® and the increasing se-

quence (t™) e from T with T € Supp ¢—", can be chosen so that for any n € N, 7™

n
is in the domain of Iy, 4,., and T < 7"V < Iy 4 (V). In particular, the sequence
Ly, ¢ Jnen consists in automorphisms that are not left shifts.

10



Proof. Consider from (H1) a strictly decreasing sequence (¢,),eny € @ and an in-

creasing sequence (1), C T such that for any n, 7 € Supp % Consider
n

S = {ps, (™), n € N} which is a subset of ON and for any A € S, consider
Sa:=1{n€N]| p, (V) = A} (see Definition 3.10).

Suppose that there exists 4 € § such that §, is infinite. So it contains a strictly
increasing subsequence (1;);cy of natural numbers. Since the sequence 7 is increasing
by (H1), for any i € N, we have 7" < 70+ = Iy, 4., (")), The sequences (¢, )icx
and (7"));cr have the required properties. Suppose now that for any A € S, the set S ; is
finite. This implies that S is infinite. For any m € N, denote S ™ := {p,, ('), n > m}
and S (Am) := {n € N|n > mand ps, (™) = A}. We shall define by induction a strictly
increasing sequence (4;);en from S, together with the desired sequence () jen- Set
Ao := minS. Then denote S, = {no,...,n;} with ng,; > ny for any k. Consider the
corresponding monomials 7" < 7" < - < 7). Since for any k, py, (t™) = o,
we have 7% < 7% = I, 4 (7)) as desired.

Now suppose that we have built a finite sequence 77 < 7" < ... < 70) <

- < 1) together with an ordinal A; for some i > 0, with the desired proper-
ties. Then, set A, := minS ", which implies that A;,; > 4; (all the indices n
corresponding to lower ordinals A; are lower than n;). Now consider the set S;’:"l)
which is non empty by definition of A,,;. Then we denote it S;’i"] ) = nj1,..on5.,)
with 741 > nj4 for any k. Then the corresponding monomials are such that

(i) (Rjirke1)  — (k) i . .
TWik) g pirket) - = I¢nj’.+k’¢",'i+k+l(T #++)) for any k. Moreover, since nj, < nj.; and

A < Aisy, we have 7)< 7)) < Iy, 4., (i) as desired. o

By

We deduce from the preceding lemma a more explicit sufficient condition (but not
necessary: see Example 3.14) such that (SD1) holds.

Corollary 3.12 A map d : ® — IK\{0} extends to a series derivation on T if the
following property holds :

(HY’) the set E| = {QS €D Ay > ¢, 1,4 is not aleft shift} is well ordered in ®.

Proof. For any strictly decreasing sequence S = (¢,)qen, since E; € @ is well-
ordered, E; N S is finite. So all but finitely many couples (¢,, ¢,+1) are such that
Iy, 4,., is aleft shift. It implies that we can not obtain a sequence (7). as in (H1). O

’

To visualize (H1’), we illustrate in the following Figure 1, the supports Supp E for

some ¢ € ®. The ordered sets ® and I are represented as linear orderings.

11



¢E(¢\E1) ®we o o ° ®e o o .
Y € (P\Ey) ®we o o ° ®we o o .

QggEl we ] oo o o o

Figure 1. Tllustration of (H1’)

Under an additional hypothesis, we deduce from Lemma 3.11 a necessary and suf-
ficient condition for a map d on @ to extend to a series derivation on I':

Corollary 3.13 Let amap d : ® — K\{0} be given. We suppose that there exists

/

N € N such that, for any ¢ € ®, Card|Supp % < N. Then d extends to a series

derivation on I if and only if the following property holds :
(H1”) for any strictly decreasing sequence (¢,)nen C D, there exists a pair of integers
m < n such that 1y, . is a left shift.

Proof.  Suppose that (SD1) does not hold. Equivalently, by (H1), there exist a strictly
decreasing sequence (¢, ),c and an increasing one (), with 7 € Supp % for any

n. We set k, := py, (™) € {1,...,N}, n € N (see Definition 3.10). Applying Lemma
2.1 to the sequence (ky)qen, there exists an infinite constant subsequence (k,, = k)ien.
Hence, for any i < j, 7 < 7)) = Iy, 4, (") (see the final remark in Definition
3.10). The sequence (¢,,)ien is such that the corresponding isomorphisms I¢”[,¢n/_ for
any i < j fail to be left shifts.

Conversely, suppose that there exists a decreasing sequence (¢,),en for which the
Iy, 4.’s, m < n, are not left shifts. That is, given m, for any n > m, there exists

12



’

7™ € Supp O such that 7 < I, 4,("). Thus for any n, we set [ := p, (1) €
m

{1,...,N}. By Lemma 2.1, there exists a constant subsequence (lﬁ[i") = 1), that

is we have 7 < I, 4, (t*") for any i > 0. Now, consider the sequence (I")ex.

Again by Lemma 2.1 and since for any m [ € {1,..., N}, there exists a constant

subsequence, say qm) = )jen for some [ € {1,...,N}. Hence for any j € N,

) <y, 4, (") = 7). The sequence (7)) verifies (H1), which means

that (SD1) does not hold for the family {¢,,, | j € N}. |

Example 3.14 In Corollary 3.13, the assumption that the cardinalities of the sets Supp —,

¢ € @, are uniformely bounded is necessary to apply the criterion (H1”). Indeed, if we
drop this assumption, (SD1) may still hold even if (H1”) fails, as illustrated by the
following Figure 2. The dashed lines indicate changes of comparability classes (for
instance, take Tox = ¢1 < Iy, ¢, (Tox) = q)(l)/ * for any k € IN*). The lines connect 74, and
14, 4,(t1) for which the isomorphism Iy, 4, fails to be a left shift.

We observe that, even if there is an infinite decreasing sequence (¢, ),en for which the
Iy, 4., s are not left shifts, (SD1) holds for the anti-well-ordered subset {¢,, n € N} of

®. Indeed, by construction, the set U Supp Z;— is anti-well-ordered and ﬂ Supp z— =

neN n neN n

0 (see Lemma 3.2).

13
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Figure 2. Counter-example when Card(Supp %)
is not uniformely bounded.

Now we prove the second lemma that completes the proof of Theorem 3.7.

Lemma 3.15 Let d a series derivation on T be given. Then d extends to a series
derivation on K if and only if (H2) fails.

(n+1)

Proof. First, we suppose that (H2) holds. For any n € N, set = w;”j:l‘y(”“)
2t 1) )
where ¢,;1 = LF (W) M+t = LE (W) and " € T. Then Y1 > Guiis

n+1 > O (the sequence (7'7),, is strictly increasing) and LF (y(””)) < Wp41. Consider
now the sequence (@™),ay where ¥ = ¢ for some € > 0, &™) = ¢ ' for some

(n)
3 n+ - T M H
€rt > 0 0f Yy > @1, and @D = (gMlymD)~1 = vy if Yns1 = @uer. This

sequence is decreasing since the sequence (¢,),en iS increasing. Moreover, setting
B = a1 we have B € Supp (@) for any n (see (D1): ¢, € Suppa®™ and
) QD)

7
Q) n it i i = i
T € Supp¢ ). Then it is routine to prove that Q T > 1, meaning

n
the sequence (8™),,c is strictly increasing. It implies that the family ((@™)"),ex is not
summable, witnessing that (SD2) does not hold.

14



Conversely, suppose that (SD2) does not hold, i.e. there exists an anti-well-ordered set
of monomials £ C T such that the family (@'),cg is not summable. By Lemma 3.2,
there are two cases. Either the set U Supp o contains a strictly increasing sequence
acE
(B"™),.en, or there exists a subsequence (™), of pairwise distinct elements of E such
that 8 ﬂ Supp (@™) for some S € I'. In the latter case, we denote (as in the former)
neN
by 8™ = 8 some copy of 8 in Supp (@P)": the sequence (8),ey is constant.

In the former case, set (@"),ey a corresponding sequence in E such that B €
Supp (™)’ for any n. We claim that, without loss of generality, the o’s may be
assumed to be pairwise distinct as in the other case. Indeed, since (B e is strictly
decreasing and for any «, Supp o’ is anti-well-ordered in I', we have {8 | n € N} n
Supp o is finite for any a. Therefore the set {@" | n € N} has to be infinite: it suffices
to restrict to a subsequence of representatives of this set, which we continue to denote
by (@™),exn below.

From now on, we will not distinguish between the two preceding cases, writing that
’

B > B for all n. From (D1), we note that Supp o’ C |a. U Supp %] for any
$esupp

’

«. Hence, for any n, we set 8™ = o7 for some 7" € Supp % with ¢, € supp a™.
n
We now apply Lemma 2.1 to the sequence S = (™), of pairwise distinct elements

of E. Since E is anti-well-ordered in I', S cannot have an infinite strictly increasing
subsequence. So § has a strictly decreasing subsequence which we continue to denote
(@™),,en for convenience.

Since for any k < [ € N, % = ¢W7® < g0 = oD we have :

a® 70
Vk<leN. 1<—5 < - 1

The sequence (1), is therefore strictly increasing.

Now consider a corresponding sequence (@, )qer (for which 7™ € Supp % and ¢, €

suppa™ for any n). As for the first case here above, we may assume without loss of
generality that the ¢,,’s are pairwise distinct.

We apply Lemma 2.1 to the sequence S = (dn)nen. Suppose that it has an infinite de-
creasing subsequence, say S = (¢n,)ien. This anti-well-ordered subset S c ® would be
such that the corresponding subsequence (7"));cy is increasing, contradicting (S D1).
So § has an infinite increasing subsequence which we continue to denote (¢,),en for
convenience.

We shall define by induction strictly increasing subsequences (¢, )ien Of (¢n)nen and
(77t of ('), as in the statement of (H2). Set ny = 0 and recall that for any
n, ¢, € supp ™. Suppose that we have subsequences ¢,, < ¢,, < -+ < ¢, and
) < m) < ... < 70 for some i > 0. Since the sequence (¢,)nex is increasing
and supp ") is anti-well-ordered in @, there exists a lowest index n;,; > n; such that

15



a(}’l,‘) a(”i)

b, & supp . But ¢,,,, € supp a”+. So ¢, € supp —— and LF |——
i1 i+l i+1 qis) aWi+1)

T(”H]) a(ni) T(”H])
@n,,,- Moreover by (1) we have LF ( )> LF ( ) So LF ( Z ) On,,, @

(n;) a/(ﬂi-v-l )
required. O

From Lemma 3.15 and Corollary 3.12 we deduce a more explicit sufficient (but not
necessary) condition such thatamap d : ® — IK\{0} extends to a series derivation on
K:

Corollary 3.16 Consideramapd : ® — IK\{0}. Then d extends to a series derivation
on K if the following properties hold:

(HY’) E, := {¢ €D |y > ¢, Iy4isnotaleft shift} is well ordered in ®.

’ (¢)
(H2") E; :={y e ®|Ap <y, 7P e Supp% e Supp% s.t. LF (T(w) ) > w}
is anti-well-ordered in ©.

Proof. By Corollary 3.12, d extends to a series derivation on I'. From Lemma 3.15,
(SD2) does not hold if and only if there exist infinite increasing sequences (¢, )neny € @

’ (n+1)
and (t™),ex € T such that for any n, 7™ € Supp Z—" and LF (T ) $.+1. But

, )

from (H2”), for any increasing sequence S = (¢,)qen, Since E, C @ is anti-well-
£(+D)

ordered, E; N S is finite. So, for all but finitely many n, LF ( o ) < ¢py for any

/ ’

n n+1

7™ ¢ Supp % and any 7"*D e Supp 2= s . This contradicts (H2). O

Example 3.17 If we omit the assumption that the sequence ("), is increasing in
(H2) (or (H2’)), the condition is not anymore necessary, even if we restrict to the case
’

that the supports of — are finite and uniformly bounded as in Corollary 3.13. Indeed

we have the following example. Given an infinite increasing sequence (¢, )nen, SUPpPOSe

that there exists y € @ such that ¢ > ¢, for any n. Then define ¢0 = T(IO) +T(20) =1+y!
P _ 0

and for any n € IN*, -2 + 75 = Gt + Y Bt

We observe that any mﬁmte increasing sequence of 7’s contains either infinitely

(k) (k)
many 7,’s, or infinitely 7,’s. Moreover for any k < I, LF ( (1)) LF ( (/)] o1 <

(n+1) (n+1)
T s
¢;. So (SD2) holds, even if for any n € N, LF [ ) ] LF ( ) ) =Y > dpe1-
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4 Hardy type derivations.

Definition 4.1 Let (K, <,C) be a field endowed with a dominance relation (cf. Defi-
nition 2.7), which contains a sub-field C isomorphic to its residue field K<'/K~! (so
K = Co K<"). A derivationd : K — K is a Hardy type derivation if :

(HD1) the sub-field of constants of KisC: Vae K, a’ =0 acC.
(HD2) d verifies I’Hospital’s rule : Ya, b € K\{0} with a, b * 1 we have

as<boedxb.

(HD3) the logarithmic derivation is compatible with the dominance relation (in the

sense of Hardy fields): Ya,b € K with |a| > |b| > 1, we have 4 > 7 Moreover,
a

’ ’

% = i if and only if a and b are comparable.

Axioms (HD1) and (HD2) are exactly those which define a differential valuation
([16, Definition p. 303]; see Theorem 1 and Corollary 1 for the various versions of
I’Hospital’s rule that hold in this context). Axiom (HD3) is the version for dominance
relations of the Principle (*) in [17, p. 992]. This principle is itself a generalisation of
properties obtained in [19, Propositions 3 and 4] and [16, Principle (*) p. 314] in the
context of Hardy fields: recall that a Hardy field is, by definition, a field of germs at
oo of real functions closed under differentiation [2, Chap.V, App.]. E.g., the fields (of
the corresponding germs) of real rational functions R(x), of real meromorphic func-
tions at +oo, of Logarithmic-Exponential functions [9][8]. They are prime examples of
differential valued field, the valuation being the natural one induced by the ordering of
germs [18].

Below we prove the following criterion for a series derivation to be of Hardy type.

Notation 4.2 Let ¢ € @. Set 6 := LM (¢'/¢), i.e.
A 1,091 + €
¢

where 7, € R* and € € K,

Theorem 4.3 A series derivation d on K verifies (HD2) and (HD3) if and only if the
following condition holds:
2

H3) Vo <y € @, 69 <Y and LF (W) <.

Proof. We suppose that (H3”) holds. To prove I’Hospital’s rule on K, it suffices to

prove it for the monomials. Let @ = 1_[ ¢" and B = 1_[ ¢ be arbitrary mono-
$esupp a desupp B

mials. Then o’ = afz a¢% = ™ and B’ = ,BZ,B(/,% = B0 where ¢ = LF (@)
¢ ¢

and ¢; = LF (B).
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If g9 = ¢y, then 69 = §¢)_ So % = %. If ¢ # ¢, for instance ¢y < ¢, then

a o a 690 g(¢0) ) )
LF (E) = ¢;. But F = EM’ and LF 9(¢1>) < ¢;. Applying the ultrametric
inequality for LF, we obtain LF (a_/) = ¢, and LE (a_/) = LE (g). Thus a_/ and d
B B B B B

have same sign.

Y

To prove the compatibility of the logarithmic derivation, take a,b € K with |a|
[b| > 1 and denote @ = LM (a), 8 = LM (D), ¢o = LF (@) = LF (@) and ¢,
LF(b) = LF(B). So we have LM (“—) - LM (3) - LM (z—o) = 6 and
a a 0

b/
similarly LM (3) = 0¥ (Lemma 2.4). Since |a| > |b| > 1, we have ¢y > ¢;. So

6% » @) by (H3’). Moreover, a and b are comparable if and only if ¢y = ¢;, which
means that 8% = g0,

’ ’

Conversely, for ¢,y € ® with ¢ < ¢ we have ¢ < —, since the logarithmic derivation

is assumed to be compatible with the dominance relation (recall that ¢ > 1 for any
/ ’ 202
¢ € ® by construction). Thus LM (%) < LM (%), that is 89 < 0%, and 1 < ook

Now, for any reals r < 0 and s # 0 and any ¢, Y € ® with ¢ < i, we have Yy < ¢°.
Differentiating both sides and applying I’Hospital’s rule, we obtain 1 < Z,—;Z <o’y

)
Now LF (¢*¢") = ¢ and LE (¢°¢") = —r > 0. Thus LF (%) <y. O

Corollary 4.4 A series derivation d on K which verifies (HD2) and (HD3) is a Hardy
type derivation.

Proof. By construction the field of coefficients R is included in the field of constants
(see (DO), (D2)). Conversely, consider a non-constant series a = Z a,a € IK\{0}
a€eSupp a
such that a’ = 0. By (D1), we have a’ = Z a,a’. Set @® = max((Supp a)\{1}).
a€eSupp a
By I’'Hospital’s rule, we have (') > o’ for any a € ((Supp a)\{@”}). Thus we
would have (¢?) = 0. But, setting ¢o = LF (@?), by (D1) and (H3’) we obtain
@Oy = @©@g@) which is non zero. Thus (¢¥) cannot be zero, neither do @’ : this
contradicts the initial assumption. O

Remark 4.5 1In [1] is developed the notion of H-field, which generalises the one of
Hardy field. Indeed, by definition, an H-field is an ordered differential field endowed
with a dominance relation (K, d, <, <) and with sub-field of constants C, such that the
two following properties hold:

(HF1) if f > 1, then f7 > 0;

18



(HF2) if f < 1,then f — ¢ < 1 for some c € C.

Therefore, in our context of generalised series endowed with a Hardy type derivation,
we note that (HD1) is equivalent to (HF2). Therefore:

K is an H-field if and only if for any ¢ € @, % >0, ie LC (%) > 0.

Indeed, for any series a > 1, denote LM (a) = @, LF (a) = ¢ and LC (a) = o > 0.
As noticed in the preceding proof, by (D1), (D2) and (H3"), we have:

a/ a/ ¢/
a. @ v 2
PRl p (2)

’ ’

a .
So — has same sign as —.
a ¢

S Examples.

5.1 The monomial case.

Definition 5.1 A series derivation on IK is monomial if its restriction to the fundamen-
tal monomials has its image in the monomials:

d:d—->R'T

i.e. with Notation 4.2, we have
¢/
Z = 1,60 for some 7, € R*.

p [ [

Proposition 5.2 A map d : ® — R*.T extends to a series derivation of Hardy type on
K if and only if the Hypothesis (H3’) holds.

Proof. Given amap d : ® — R*.T', there exists a series derivation on IK (extending it)
if and only if (H1”) with N = 1 and (H2’) hold (see Corollary 3.13 and Remark 3.8).
Then, it suffices to remark that (H3’) is a particular case of (H1”) and (H2’), in which

the only element in Supp % is 6, Now apply Theorem 4.3. O

Definition 5.3 Given a totally ordered set (@, <), we call a left-shift endomorphism
of ® any order preserving map s : © — © (i.e. ¢ < ¢ © s(¢1) < s(¢2)) such that
s(¢) < ¢ for any ¢ € ®. Note that this implies that © has no least element. For any
n € N, we denote by s” the n' iterate of s.

1. Let (®,<) be a totally ordered set that we suppose endowed with a left-shift
endomorphism s : ® — ®. Set #9 := s(¢) forany ¢ € ®. We claim that for any
choice of 74 € R*, the corresponding map

d: ® - RT
¢ o 18P
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extends to a series derivation of Hardy type. Indeed, by Proposition 5.2, it suffices to
show that Hypothesis (H3’) holds. Indeed, for any ¢, # ¢, we have ¢ < ¢ & 6@ =

(é1)
s(¢1) < 09 = 5(¢p). Moreover, LF (9—) = LF (S(¢l)
s(¢2)

6(2)
have (H3’).
Note that we could have set 69 := s(¢)* for some a4 > 0 (see Proposition 5.4).
Note also that the preceding example extends to the case where @ has a least ele-
ment ¢, and © \ {¢,,} carries a left-shift endomorphism, just by setting ¢ = 1 and
09 = s(¢) for any ¢ > ¢,,.

) = s(¢2) < ¢. That is, we

2. We generalise the preceding example. For any ¢ € @, fix Ny € N U {+00}. One
Ny
can set 69 := 1_[ s"(¢) for any ¢ € ®. As above, Hypothesis (H3”) holds.

n=1
Ny

Note that we can also set 6@ := 1_[ 5" (¢)" with @y, € R foralln € Nand ay; > 0
n=1
(see Proposition 5.4).
3. Assume now that @ is isomorphic to a subset of R with least element ¢,,, writing
f this isomorphism, we can set for any ¢ € ®, 6@ := ¢fn(¢)+ﬁ where 3 is some fixed
real.

As an illustration, take the following chain of infinitely increasing real germs at infinity
(applying the usual comparison relations of germs) ® = {¢, = exp(x¥) ; @ > 0}U{¢py =
x} which is isomorphic to R.. With the usual derivation of (germs at infinity of) real
functions, we have ¢], = ax*"' exp(x?) = a¢? ™' ¢, and ¢, = 1. Thus, 6% = ¢¢~" and
Iy, = Q.

4. Assume that @ is anti-well-ordered, with greatest element ¢,,. Consider some

fixed negative reals , for € ®. We can set ¢ := l_[ Yo l_[ W™ with arbitrary
Y=< (g2 2]

@y € R, provided that ey, 4 > ay, Where ¢4 denotes the predecessor of ¢ in ©.
As an illustration of examples 2 and 4, take now @ := {exp"(x) ; n € Z} where exp”
denotes for positive n, the n’th iteration of the real exponential function, for negative n,
the |n|’s iteration of the logarithmic function, and for n = 0 the identical map. Note that
K contains naturally the field of rational fractions R(exp”(x), n € Z) which is a Hardy
field (see the commentaries after Definition 4.1). We have:

n—1

(exp"(x))’ ‘
R S N A C exp*(x) ifn>2

o) [Jew
M 9(1)(x) = 1

exp(x)

n ’ n 1

M — g(n)( X) = - ifn<0

exp"(x) L1 expt()

(1)
So for any integers m < n, we have 8™ < 6" and LF [— | = exp"~'(x) < exp”(x):

gim)
(H3’) holds. By Proposition 5.2, the usual derivation of germs exp”(x) — (exp”(x))’
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extends to a series derivation of Hardy type on IK. Moreover, since the leading coeffi-

(exp, (%))’

cients of is always 1 which is positive, IK endowed with such a derivation is

exp,
an H-field (see Remark 4.5).

5.2 A general example.

To motivate the introduction of the non monomial case, consider the Hardy field R(x, exp(x), exp(x?), exp(exp(x*>+
x))) (for x near co). Then, denoting ¢ = exp(exp(x2 + x)), we have
ﬂ’ _ 2 2
G- 2x exp(x”) exp(x) + exp(x”) exp(x)
which is not a monomial.
We proceed by generalizing the preceding examples. We suppose that @ carries a

left-shift endomorphism s : ® — ®. We shall define a family of derivations on IK. This
family is defined using the following other field of generalised series.

We consider an ordered set of fundamental monomials (A = {4, ; n € N}, <) isomor-
phic to (N, <), the corresponding Hahn group of monomials H(A) and field of gener-
alised series L := R((H(A))) as in Section 2. We recall that L>! denotes the subring of

purely infinite series, which is an additive complement group of the valuation ring in
L.

Proposition 5.4 For any purely infinite series | = Z ls 1_[ /li” (where S denotes the
6eS  neN
support of | which is in H(A)™'), for any y € T, the map:

diy o9 ) 1| 1" @1

oeS neN

is well-defined with values in K (where s"*' denotes the (n + D)™ iterate of s), and it
extends to a series derivation of Hardy type on K.

Proof. 'We prove that conditions (H1”) and (H2”) of Corollary 3.16 and (H3’) of The-
orem 4.3 hold. Note that for any ¢ € ®, we have:

% = D by i @

=\ neN
For any ¢ > i in @, the ordered sets Supp % and Supp % are isomorphic by construc-

7

tion. Moreover, consider some monomial 7 € Supp %, say 7 =y 1_[[5"+1(¢)]6”

neN
for some real §,’s, n € N. Then we have I, ,(t'") = %) where 7¥) = y H[s””(zﬁ)]‘s".
9 neN
7@ LI T .
Moreover, = l_[ (S"+](¢)) (S +'(1,0)) with for all n, s"*'(¢) > s"*'(y¥) (since

neN
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($)

)

@ @

W= = 0p, Which is positive (since d € L>1). Hence we obtain that — ik 1,
T 7(

which means that /; , is a decreasing automorphism. The Condition (H1’) holds (the
set E| is empty).
. ¢ PN
Consider now any 7@ =y | |[s""1(¢)] € Supp = and 7% =y | [[s""' )] €
[ v I

neN neN

s is an endomorphism). Thus LF (T ) = §"0*1(¢) for some ny € N. Moreover

e (55

()
than ¢ since s is a decreasing emdomorphism of ®. The Condition (H2”) holds (the set
E, is empty).
Finally, note that the same properties hold in particular for the leading monomials

09 and 6% of % and % The condition (H3’) holds. o

’ @
Supp % Then LF ( ) is equal to some s™*!(¢) or s™*!(y) which is always less

6 Asymptotic integration and integration

Definition 6.1 Let (K, d, <) be a differential field endowed with a dominance relation
<, and let a be one of its elements. We say that a admits an asymptotic integral b if
there exists » € K \ {0} such that ¥’ — a < a. We say that a admits an integral b if there
exists b € K \ {0} such that »’ = a.

The following main result about asymptotic integration in fields endowed with a Hardy
type derivation is an adaptation of [19, Proposition 2 and Theorem 1].

Theorem 6.2 (Rosenlicht) Let (K, <,C, d) be a field endowed with a Hardy type deriva-
tion d. Let a € K\{0}, then a admits an asymptotic integral if and only if

b/
a* glb.< {Z; b e K\0}, b * 1}

Moreover, for any such a, there exists uy € K\{0} with uy * 1 such that for any
u € K\{0} such that |ug| > |u| > 1, then

aufu’ \
a. ~a
(au/u’y
Proof. Our statement is a straightforward combination of Proposition 2 and Theorem
1 in [19]. It suffices to observe that the corresponding proofs in [19] only rely on the
fact that the canonical valuation of a Hardy field is a differential valuation and that the

logarithmic derivation is compatible with the dominance relation [19, Proposition 3].
O

In [19, Lemma 1], Rosenlicht provides a method to compute ug:

b/
e since a ¥ g.l.b.< {Z b e K\{0}, b * l}, we assume w.l.o.g. that

b/
a>glb.g {Z’ b e K\{0}, b % 1} (if not, take a~! instead of a);
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’

u
e take u; > 1 such thata > —;
up

. a
e take any ug such that uél < min{u;, —— ¢
uy/uy

+1
Note that uq verifies 1 > ug s ( ,a ) . So, in our context, LF (uy) < LF ( )
ug /o ug/ uo
Our contribution here is to deduce explicit formulas for asymptotic integrals for our
field of generalised series IK = R((I")) endowed with a Hardy type derivation. Note that
this is equivalent (by 1’Hospital’s rule) to provide formulas for asymptotic integrals of
monomials. By (2) in Remark 4.5, note that we have:

glb.< {%; b e K\{0}, b * 1} =g.lb.< {%; ¢ e d)} = gLb.<{0; ¢ € @},

Recall that for any monomial & € I', @ * 1, and any y € supp «a, a, denotes the
exponent of i in a.

Corollary 6.3 Let a € T be some monomial such that « * g.l.b.< {0("’); o€ (I)}. If

a % 1, set ¢y := LF (@), so LT (a_) = a¢0t¢09(¢°) (Remark 4.5 (2)). Then we have:
a

1 a '
o if LF (8“) < ¢ = LF( ) then| ——— —— | ~a;
6(¢0) 4y (g, — 6%0)) 6(¢0)
1 7
o if LF (69)) = ¢, > ¢y, then {—W%] ~ a (note that )" = 6");
_t¢'9¢|

o if LF(0%) < ¢y > LF( )or ifa =1, then ;.i ~

[21C20) t¢] (G,’¢1 _ 9((;:1)) [21C0)

where ¢ is the element of ® such that LF (9(¢ )) d1 < Po.

(04 .
Proof. For the first case, it suffices to observe that LF ( = ¢ with exponent

oo ))
o — 95;5"). So we have:
0

( a )' @ 2 (e (¢U))¢0 _

— (¢0) _ ($0)
90 9(0) do 690 (g, — 9%0 )t¢09(¢0) = (ag, — 9¢0° Mg,

For the second case, since LF (6“)) = ¢; > ¢, we deduce from (H3) that
LF (8)) = ¢; with the same exponent 9(¢°>. So LF ( a

g ) = ¢ with exponent
—9;:?”), and then:

ay «a (¢>¢1 @0, \a@1) (%0)
(9(¢1)) ~ @D ' )¢T - 9(4)1) =05, 1507 = =0, "1,
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For the third case, first we show that there exists ¢; as in the statement of the

corollary. We define 1 corresponding to « as in the preceding theorem and we denote

A u; .

éo = LF (up) and ¢, = LF ( ,a' ) So we have LM (—0) = 5,89, Moreover by
uj, Jug Up

Rosenlicht’s computation of u,, we note that 3)0 < ¢;. Thus we obtain by (H3) that

($o)
LF (—] < ¢1. and as desired:

61
a a 9(@0) a
=L (9@@) - (mw)— L (53

Now we compute:

@\ a @ 1

(9@1)) ~ 0(¢1)(0[¢; _)941(; s
~ _ g (1) .

(ay, 0451 ) 1p,0

t¢] (0/¢] - 9((;?1))0,’

O

Concerning integration, we apply to our context [12, Theorem 55] (recall that fields of
generalised series are pseudo-complete (see e.g. [11, Theorem 4, p. 309]).

Corollary 6.4 Assume that K is endowed with a series derivation of Hardy type d. Set
6 = glb. {9(¢) ; 9 € @} (if it exists). Then any element a € K with a < 0 admits an

integral in K. Moreover K is closed under integration if and only if 6 ¢ T.

Proof. As was already noticed before the Corollary 6.3:
b ~
g.lb. 5 beK\{0}, bx 17 =6.

Given a € K with a < 6, there exists a monomial ¥y € T' which is an asymptotic
integral of a. That is, ¥’ =< a. Since d verifies I’Hospital’s rule, it implies that for any
¥ € Supp ', ¥ < 6. So it admits itself an asymptotic integral. The result now follows
from [12, Theorem 55]. m]

Examples 2 and 3 in the case where @ has no least element and the one of Proposition
5.4 are closed under integration.
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